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Name: Hye Seon (Sunny) Choi

**ABSTRACT:** With the rapid advancements of contactless devices and robot automation fields, speech is prevalently utilized as a means of interaction between computer systems and humans in diverse areas of technology. There are many researchers in the field of speech technology who focus on the recognition of emotions in speech signals (SER) to enable computer systems to respond more effectively to humans. One of the major issues encountered in SER is the lack of annotation tools available for speech emotion which leads to insufficient training data required for the development of deep learning algorithms for SER. Thus, this project aims to develop a web-based speech emotion annotation and visualisation tool that is capable of creating a speech emotion database in an efficient manner. A literature review is conducted to gain an understanding of fundamental knowledge on emotion in speech signals, highlight challenges encountered with emotion annotation and visualisation, evaluate different existing annotation tools and suggest potential areas that could be refined on EmotionGUI.

# Literature Review

This section elaborates on extensive research areas of interest that are identified and evaluated to acquire an overview of the current state of Speech Emotion annotation and visualisation tool development.

* 1. **Nature of emotion in the speech signal**

The human brain serves as the locus of multiple emotions simultaneously, albeit with one dominant emotion expressed at any given moment [1]. These blended emotions may vary consistently over time and sometimes exhibit an abrupt shift in their emotional state from one to another. Due to the fusion of multiple emotions, it is often said that it is inherently subtle and cannot be defined as a single emotional state. Emotional data can be captured via multiple modes, such as speech, gestures, facial expressions and biosignals [1]. This project focuses on emotional content conveyed via audio or visual stimulus.

* 1. **Application of emotion in HCI**

All interactions among humans are primarily associated with emotions, which denotes that the approach to the development of HCI should consider emotion as a core aspect. Emotion embedded into the computer system helps obtain additional contextual information about the situation where the system is in and enables the system to interact and correspond with a user in a much more natural and pleasant manner, that is more human-like [2].

* 1. **Emotion models**

Both categorical and dimensional models provide different approaches to representing emotions in speech signals.

* + 1. *Discrete emotion models*

With categorical emotional models, one emotion is selected out of a set of emotions that indicates the best feeling experienced by an annotator [3]. Emotions can be labelled by making use of Ekman’s six basic emotions or Plutchik’s eight core emotions [1]. The model with Ekman’s six emotions has been adopted by most research in affective computing [3]. Limitations regarding emotion classification have been clearly presented as categorical models are unable to encompass all the emotions into defined sets of categories [1]. Furthermore, there may be cases where identical emotional states fall into different emotional categories because of personality, cultural or environmental variations etc., which make it challenging to find the actual category where it belongs [4]. Therefore, these limitations denote that emotional categories may not provide distinct sets of different emotional states, which further brings out errors in emotion detection [3]. Another issue has been noted in a case where there is no appropriate class to select from the label set. Regardless of the presence of these limitations, categorical models and their variations have been employed prevalently due to their easily understandable emotion labels and casualness.

* + 1. *Dimensional emotion model*

On the other hand, dimensional models are employed to represent emotional states based on a set of quantitative measures using multidimensional scaling [3]. Different sets of dimensions, where each dimension represents a distinct feature of emotions, constitute various emotional states in the model. A two-dimensional (2D) model, as the most widely used dimensional model, represents levels of Valence (unpleasant-pleasant) and Arousal (sleepiness/ boredom-excitement) independently [1]. One of the most well-known 2D models is Russell’s circumplex model, which incorporates 2D polar coordinates of Valence-Arousal (V-A) levels organized in a circumplex shape [4]. Common applications of three-dimensional (3D) models are Mehrabian’s model using PAD and Self-Assessment Manikin (SAM). SAM is a picture-oriented approach that depicts levels of three dimensions with aids of facial images, and thus the image aids, considered as a language-free measure, define the emotions as easily understandable and make the model widely applicable as being used across various settings with different populations, gender, age, race, and cultural backgrounds [5]. Continuous dimensional models, in general, are a favourable approach to measuring distinct emotional states as they are capable of capturing a wide range of fine emotion concepts, providing a means for estimating the similarity between emotional states [3]. Also, like the feature of blended emotion in real life, emotional states in dimensional space are related to each other, which is hugely different from categorical models [3].

* 1. **Challenges of emotion annotation**

Annotation of emotions in speech signals is a significantly challenging task caused by various factors in different aspects. Firstly, a factor contributing to the difficulties can be elaborated with respect to the subjectivity of annotation tasks [6]. It is common for humans to hold differing opinions, which results in seeing the same subject from different perspectives to others. Since annotation tasks are strongly dependent on how annotators interpret emotional contents perceived in verbal data, it is less likely to expect consistent emotion labelling between annotators [7]. According to Bayerl [8], the inter-annotator agreement score can be improved by providing annotators with more training so that they gain familiarity with using the annotation tool. A contradictory opinion is presented by Mohammad [8] that over-training would have an adverse effect on the agreement score as it led to more confusion and apprehension in judgement tasks. The nature of emotion being dynamically and constantly changing impedes the annotation process to some extent, as it is typically challenging to capture the rise and fall of emotion that varies over time [1]. Types of data that are being annotated also impact the level of difficulty of emotion annotation. Out of three types of corpora used; acted, induced and natural, most speech emotion databases are built based on acted data, with their emotional content often seen as exaggerated, conveying a single emotion [9]. This achieves a better inter-annotator agreement score than those of other types but makes the dataset less valuable for real-world application due to the nature of mixed emotions in real life [9]. It is ideal for working with a natural database, which reflects closer to realistic behaviours; however, only a small portion of relatively weak emotions are apparent in natural data, compared to distinct emotions of acted speech [1]. Further studies are required to apply the natural database in the speech emotion sector.

* 1. **Review of existing emotion annotation and visualisation tools**

Comparisons among existing emotion annotation and visualisation tools are made by those listed in Table 1, in chronological order, providing information about their features and availability of analysis review. Modified Transcriber [1] is excluded from the comparison as the annotation scheme provided, such as sentence-by-sentence marking on five different emotional states, is considered heavily time-consuming and tedious in comparison to the other tools. AffectRank is also not included in the comparison due to very poor statistical analysis results, found in section 1.6.2, which make the tool unreliable in practical use.

Table 1: Existing Emotion Annotation Tools with features(from left to right) including published year, annotation type (continuous or frame by frame), emotional model (ratings on one- or two-dimensions, or category), customization options (customizable emotional scale or other features), annotation tool (mouse, joysticks or keyboard), operating systems, whether code is open-sourced, local installation requirement or web-based, and visualization ratings

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Tools** | **Year** | **Annotation Type** | **Emotion Model** | **Custom** | **Annotation**  **Tool** | **Platform** | **Open-sourced?** | **Installation required?** | **View ratings** |
| FEELTrace [10] | 2000 | Continuous | 2D | - | Mouse | Windows XP | No | Yes | - |
| Modified Transcriber [1] | 2005 | Sentence by sentence/ MECAS | Multi-categories, 1D | - | Mouse | All | No | Yes | - |
| EMuJoy [11] | 2007 | Continuous | 2D | Checkmark with solid fill | Joystick, mouse | Java | Yes | Yes | - |
| GTrace [12] | 2012 | Continuous | 1D | Checkmark with solid fill | Mouse | Windows | Yes | Yes | - |
| ANNEMO [13] | 2013 | Continuous | 1D | - | Mouse | All | No | Web-based | - |
| CARMA [14] | 2014 | Continuous | 1D | Checkmark with solid fill | Mouse, keyboard | Windows | Yes | Yes | Checkmark with solid fill |
| AffectRank [15] | 2015 | Continuous | 2D | - | Mouse | - | No | Not available | - |
| VA Online Annotation Tool (VAOAT) [7] | 2017 | Frame by frame | 1D | - | Mouse, keyboard | All | No | Web-based | - |
| DANTE [16] | 2017 | Continuous | 1D  /AffectButton | - | Mouse | All | No | Web-based | - |
| JERI [17] | 2017 | Continuous | 2D/SAM | - | Joystick | - | No | Not available | - |
| DARMA [18] | 2017 | Continuous | 2D | Checkmark with solid fill | Joystick | Windows | Yes | Yes | Checkmark with solid fill |
| EmotionGUI | 2022 | Continuous | 2D | - | Mouse | All | Yes | Yes | Checkmark with solid fill |

NB: A complete version of this table with extensive features included is available via the GitHub project link which is provided upon request.

*1.6.1 Comparisons for existing emotion annotation and visualisation tools*

As shown in Table 1, most annotation tools are continuous dimensional models, except for VAOAT, which marks emotional states frame by frame. The per-frame annotation leads to a bias creation, resulting in sharp annotation signals that conflict with the dynamic expression of emotion [19]. Thus, it is believed by many researchers that continuous annotation is better at describing the simultaneous dynamic nature of emotions. All the tools listed in Table 1 adopt two dimensions of valence and arousal, yet there is always debate about measurements to be made on one dimension (1D) at a time or two dimensions (2D) simultaneously. The 1D model is employed to alleviate the cognitive load caused by recordings in 2D bipolar space [1]. On the other hand, a key advantage of 2D measurements claimed is that the 2D framework allows for much richer emotional descriptions than those provided by 1D alone, by providing coverage of intermediate states defined by blends of two dimensions [20]. FEELTrace [10] was the first tool to address issues associated with gradation and variation of emotional states over time. Approaches to deal with the issues were implemented by introducing a colour-coded cursor derived from Plutchik’s emotional index [20], which offers an intuitive way for users to associate with the relevant emotional state. Representation of time progression was applied by gradually shrinking the circle pointer indicating the current mouse position in the space over time. These features were also adopted by GTrace and EmotionGUI. GTrace introduced a special feature that allows users to work on emotional scales other than valence and activation by providing various sets of emotional terms to be selected by users [12]. Users are now able to collect measurements of any kind to adapt to nearly any project dealing with continuous ratings [20]. This feature is also evident in EMuJoy, Carma and Darma. ANNEMO, VAOAT and DANTE started to introduce a web-based version to facilitate remote annotation, allowing users to log into their accounts in the web interface [13]. The web interface enables a faster annotation process and easier access to the tool without needing to undergo all the processes required for installation [12]. There are tools adopting a pictorial representation of emotional scale in their interfaces, which were DANTE using AffectButton and both EMuJoy and JEEI using SAM [8]. This provided users with more intuitive labelling and prior training was no longer required [12]. Carma and Darma added a window for viewing previously collected measurements, and Darma, in particular, had an additional feature, which offered various rating analysis options for estimating descriptive statistical results. These features made significant improvements in the efficiency, training, and quality control of research tasks [14]. Darma, with all its essential features such as playback-measurements auto-synchronization, annotation review tools and easy customization, makes itself surpass all existing 2D systems.

*1.6.2 Validation of the annotation tools*

Annotation tools involved in a systematic analysis include FEELTrace, DANTE, ANNEMO, AffectRank and DARMA.

Statistics resulting from different tools are not comparable to each other because the analysis for each tool was conducted using different statistical metrics under different settings such as database, participator, and media files to be rated etc. Thus, the interpretation of statistics is made independently in the aspect of reliability or usability depending on the methods of analysis carried out. Table 2 presents statistical analysis data from different tools, of which each interpretation is explained as follows:

* FEELTrace: Statistical analysis of annotations was carried out using ANOVA[10]. If the F value is much bigger than 1 and the P value is less than 0.05, the difference among groups is deemed statistically significant [10]. Three comparisons were performed considering different sets of groups: the first one between neutral and emotional starts, the second one between low activation and high activation and the last between low evaluation and high evaluation. All the results clearly state that the differences among groups are highly significant. Thus, these results indicate that FEELTrace is capable of distinguishing neutrality and each of the four emotional states very reliably. However, [10] reported that it failed to differentiate between fear and anger.
* DANTE: ICC of emotional dimensions estimate the agreement between annotators, and those obtained values shown in Table 2 imply that, on average, all the annotators agreed on their ratings to a great extent. Cronbach's α, Corr. and CCC were also performed to assess inter-annotator agreement. The results yielded low values for arousal and high values for valence; which means ratings for valence are reliable, whereas arousal was more difficult to distinguish, resulting in a poorer agreement between raters. C\_α is used to estimate the consistency between annotations; α>0.7 is considered an acceptable consistency, and α>0.8 as a good consistency [13]. Thus, C\_α of 0.842 for valence is considered a good internal consistency, whereas that of arousal is 0.325. As a result, DANTE can be regarded less reliable to differentiate various levels of arousal.
* ANNEMO: C\_α results for valence (0.74) and arousal (0.80) show that the consistency between annotations is good for arousal and acceptable for valence. Mean correlation values for both dimensions were found within the range between 0.4 and 0.59 [13], so they are both considered to have moderate associations. These results denote that ANNEMO can be used with high reliability for distinguishing between dimensions of arousal and valence.
* AffectRank: In [15] conducted analysis comparing rating-based FEELTrace and raking-based AfterRank, and Table 2 includes analysis results from [15] only if provided with an exact number. As Cronbach's αwas only applicable to the unidimensional model, it only applied to FEELTrace, and the result indicated good intra-agreement reliability between annotations. Krippendorff’s α analysis was carried out for both FEELTrace and AfterRank to estimate the degree of inter-agreement between annotators. The results of **K\_α**b for AfterRank show very low consistency between annotators for both dimensions, and those for FEELTrace indicated even lower agreement. Given such low **K\_α**b values resulted for AffectRank, this tool is considered unreliable for differentiating between valence and arousal.
* DARMA: In [18], a reliability testing of auto-synchronization was carried out by measuring the time delay between consecutive joystick samples. The analysis indicated good reliability of the synchronization, supported by results stating that 80% of samples fall in the range of target delay ± 0.001s [18]. Evaluation of user satisfaction regarding DARMA v5.00 or later versions was also conducted through an online survey using a seven-point scale. Responses to the survey indicated users’ significant satisfaction with DARMA across all the aspects of software, such as annotation, reviewing ratings, and website, except for software installation and documentation, given slight to moderate satisfaction. Reviewing the responses from the survey, DARMA achieved usability to a great extent.

Table 2. Statistics of annotations from different tools using various metrics; ANOVA, intraclass correlation coefficient (ICC), Mean correlation coefficient (Corr.), Concordance correlation coefficient (CCC), Cronbach's α (C\_α ), Krippendorff’s α (K\_α)

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **FEELTrace** [10] | | | **DANTE** [16] | | | | | **ANNEMO** [13] | | **AffectRank** [15] | |
| **ANOVA** | **F(23,1)** | **P** |  | **ICC** | **C\_α** | **Corr.** | **CCC** | **Corr.** | **C\_α** | **C\_α**a | **K\_α**b |
| Emotions - Neutral | 453 | <0.001 | Pleasure (Valence) | 0.664 | 0.842 | 0.742 | 0.509 | 0.407 | 0.74 | 0.9 | 0.33 |
| Low-High Activation | 239 | <0.001 | Arousal | 0.921 | 0.325 | 0.310 | 0.093 | 0.435 | 0.80 | 0.69 | 0.16 |
| Low-High Evaluation | 847 | <0.001 | Dominance | 0.948 |  | | |  | |  | |

a: Cronbach's α value from FEELTRACE

b: Krippendorff’s α value from AffectRank

*1.6.3 Trends in current studies on emotion annotation tool*

Many researchers are primarily interested in continuous dimensional annotation tools [20], which is clearly reflected in Table 1. Reviewing all the features in Table 1 and supported by responses to the survey conducted in [18], there is no preference observed for annotation tools used, or whether development code is open-sourced. However, there is a tendency shown towards making a transition to a web-based application allowing easier accessibility and better usability. Tools developed in later years are not limited to Windows but are compatible with all operating systems, including Windows, Linux, and Mac. Many studies recognize the benefit of having customizable emotional dimensions and have started to employ it in their tools a decade ago. In addition, having the capability of making annotations by multiple annotators is essential now. The review ratings window added to DARMA seems very beneficial for training data in SER.

* 1. **Possible improvement on EmotionGUI**

In response to the survey conducted on EmotionGUI, further improvement should focus on clarity of representations of multiple annotations and emotional gradations by colour change. Other updates are planned to implement the tool on the website, and, possibly, expand a customizable option for emotional dimensions by incorporating 1D frameworks. UI can also be modified more fitted to web-based version.

# Research Intent

**2.1 Project scope**

The main focus of our research will be to develop a web-based speech emotion annotation and visualisation tool to aid in the creation of a speech emotion database that will contribute to training data in SER. The following questions will guide our research :

* How can we design a web-based system that can represent variations and gradation of emotional states over time effectively?
* What are the features highly recognized and acknowledged by many studies in the development of speech emotion annotation and visualisation tools these days?

**2.2 Project objectivities**

To answer the questions listed above, we have identified steps to be taken according to various focus areas of the tool.

* Literature review:
  + Conduct a review of existing speech emotion annotation and visualisation tools
  + Conduct research on evaluation techniques for emotion annotation and visualisation tools
  + Explore a currently existing emotion annotation and visualisation tool called ‘EmotionGUI’
* Annotation
  + Explore ways to provide users with a better representation of changes in emotional states with respect to time
* Visualisation
  + Explore ways to allow users to utilize various emotion recognition models and visualise predicted emotional data on a 2D plane, presented on a single webpage.
* Live audio recording
  + Explore ways to represent speech signals of recorded audio data graphically on the user interface

**2.3 Project plan**

As EmotionGUI is a desktop GUI application programmed using PyQt, my background knowledge and experience in GUI application development using PyQt will facilitate the implementation of tasks related to the annotation and live audio recording parts by implementing existing PyQt codes in a web-based setting. On the other hand, my partner, Enuri, has knowledge of UX and HCI concepts and experience with the application of HTML, CSS and JavaScript in web design. Thus, she is responsible for the tasks associated with visualization and overall UX consideration to be made in our system.

# Conclusions

Through a literature review, knowledge and relevant content on speech emotion were covered in detail. It elaborated on various challenges confronted by annotating emotional states and evaluated existing emotion annotation and visualisation tools, from which several suggestions on potential areas were made to improve EmotionGUI across different aspects. From reviewing various existing tools, it was noted that different features are selected to be applied to a tool according to the tasks required to be achieved and implemented.
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